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Abstract13

Decades of geophysical monitoring have revealed the importance of slow aseismic fault14

slip in the release of tectonic energy. Although significant progress have been made in15

imaging aseismic slip on natural faults, many questions remain concerning its physical16

control. Here we present an attempt to study the dynamics of aseismic slip in the con-17

trolled environment of the laboratory. We develop a kinematic inversion method, to im-18

age the evolution of slip triggered by a fluid injection within a saw-cut sample loaded19

in a tri-axial cell. We use the measurements from a strain gauge array placed in the vicin-20

ity of the fault, and the observed shortening of the sample, to invert the fault slip dis-21

tribution in space and time. The inversion approach relies both on a deterministic op-22

timization step followed by a Bayesian analysis, so that uncertainties are quantified. We23

show that the injection of fluid triggers aseismic slip events that propagate along the fault24

in a crack-like manner at a speed of the order of 1 to 100 m.day−1, before degenerating25

into a dynamic rupture. The total amount of aseismic slip accumulated during this nu-26

cleation phase reaches 10-30 µm locally. Numerical investigations indicate that with a27

denser strain gauge array, this method has the potential to reveal the details of aseis-28

mic slip propagation in a laboratory sample with unprecedented resolution, which will29

improve our understanding of earthquake nucleation. The application presented here also30

reveals important hydro-mechanical aspects of the faults, when our results are confronted31

to previous estimations of the hydraulic properties.32

Plain Language Summary33

Major faults situated at tectonic plate boundaries accommodate relative plate mo-34

tion by a series of earthquakes, where an offset is created in a few seconds to minutes,35

or by slow slip episodes accumulating the same amount of slip over hours to several days.36

Slow slip events are of particular interest since they are suspected to play a role in the37

preparatory phase of damaging earthquakes. Measurements of ground deformation re-38

veal how these events develop on real faults, but the physical control on this process re-39

mains elusive. Here we present an attempt to image the development of slow slip events40

in the controlled context of a laboratory experiment where a centimetric scale fault is41

activated by a fluid injection, using local deformation measurements. Our study reveals42

that slow slip events are initiated preferentially in the vicinity of the fluid pressure source,43

expand along the fault at speeds of the order of 1 to 100 m.day−1, accumulating 10 to44

30 µm of relative displacement. We also discuss extensively the resolution of our method,45

and provide recommendations to optimize the measurements. Our method has the po-46

tential to improve significantly the interpretability of rock mechanics experiments.47

1 Introduction48

Estimating the spatial and temporal evolution of slip along fault interfaces is cru-49

cial to understand the physics of deformation phenomena occurring in the crust during50

the different stages of the seismic cycle (Avouac, 2015). However, because fault slip oc-51

curs at depth under extreme environmental conditions, direct in-situ measurements re-52

main nowadays impossible, and these estimates are solely based on inverse problem the-53

ory (Ide, 2007). Therefore, our understanding of earthquake physics is limited by the res-54

olution and the density of the data inverted, as well as the complexity of the forward prob-55

lem (Saraó et al., 1998; Beresnev, 2003; S. Hartzell et al., 2007; Mai et al., 2016).56

The forward problem consists of determining the three-dimensional Green’s func-57

tions of the surrounding medium, which provide estimates of the stress change (Lamb,58

1904; L. R. Johnson, 1974) or the wave fields (Bouchon & Aki, 1977; Bouchon, 1981) in59

the medium with respect to a given fault slip history. Note that in such elastic models,60

the observed deformations of the medium are expected to be related exclusively to the61

slip of the fault.62
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The inverse problem consists of characterizing the spatiotemporal evolution of the63

rupture process from the recorded motions (seismometer or geodetic displacement mea-64

surement). Two main difficulties generally arise: the relationship between data and pa-65

rameters can be non linear, and the inverse problem has a non-unique solution.66

To avoid dealing with the non-linearity of the inverse problem, some inversions are67

carried out using only static data, which provided a static picture of the slip position on68

a fault plane, without information on how the slip changed over time (e.g., onset, prop-69

agation velocity, and termination). Another approach is to linearize the problem (Olson70

& Apsel, 1982; S. H. Hartzell & Heaton, 1983), allowing the retrieval of the spatial and71

temporal evolution of slip. However, such approach requires to make strong assumptions72

regarding the temporal evolution of the rupture front (e.g., fix the rupture front, fix the73

rise time of the source time function). But, recent advances have been made in nonlin-74

ear inversion techniques that allow retrieval of the full kinematic slip history (Ji et al.,75

2002; Peyrat & Olsen, 2004; Cirella et al., 2009).76

These approaches have allowed to unravel some interesting properties about how77

faults slip. For example, seismological and geodetic inversions have shown that (i) the78

nature of slip along a fault appears to be spatially and temporally variable (K. M. John-79

son et al., 2012), (ii) a slow slip event can develop as a slip dislocation pulse, character-80

ized by a symmetric ramp function (Radiguet et al., 2011a), (iii) the preparation phase81

of earthquakes can be a mix of seismic and aseismic processes (Twardzik et al., 2022),82

(iv) large seismic ruptures exhibit complexities, such as segmented ruptures during prop-83

agation or later reverse propagation (Gallovič & Zahradńık, 2012; Vallée et al., 2023).84

Despite these major advances in geophysics, attempts to apply these inverse meth-85

ods to experimental data sets remain limited. Recent technical advances in experimen-86

tal rock mechanics make it possible to reproduce the various stages of the seismic cy-87

cle in a high-pressure environment while monitoring the evolution of strain in the bulk88

of the sample (Goto et al., 1991), as well as the pore pressure (Almakari et al., 2020).89

Almakari et al. (2020) have for instance used pore pressure measurements to invert for90

fault’s hydraulic diffusivity enhancement with injection-induced fault slip in a saw cut91

sample loaded in a tri-axial cell. However, they did not consider the mechanical data (strain)92

in their inversion. Strain gauges are commonly used to evaluate the sample mechanical93

response during rock deformation experiments, the elastic properties of the rock sam-94

ple and the deviations from elasticity in the final stage of the experiment to macroscopic95

failure (Lockner et al., 1992). In addition, such strain gauges can also be used to track96

the change in strain during the development of the slip front (Passelègue et al., 2019, 2020)97

as well as during the propagation of the dynamic fracture (Passelègue et al., 2016). Here98

we argue that these measurements, performed under known conditions and near the fault99

plane, could also be used to invert the spatial and temporal evolution of slip during dif-100

ferent stages of laboratory experiments.101

In this paper, we make this attempt and invert the evolution of the fault slip dur-102

ing the nucleation phase of laboratory earthquakes. We first computed the Green’s func-103

tion of the fault system using the finite element method and used these functions to in-104

vert the fault slip resulting from the spontaneous nucleation of instabilities along the ex-105

perimental fault. For that we use a specific parametrization to reduce the non-uniqueness106

of the problem, as suggested by previous studies focusing of real faults. We show that107

the inversion of the experimental data highlights the growth of a slip patch along the fault108

during the nucleation of laboratory earthquakes. This new method opens the doors to109

fault slip imagery at the laboratory scale, allowing (i) a better description of the tran-110

sient phenomena during the seismic cycle in the laboratory and (ii) the verification of111

the resolution of inversion methods developed for natural earthquakes on experimental112

data sets obtained in a controlled and known environment.113
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2 Dataset: aseismic nucleation of laboratory earthquakes114

We consider here the injection experiments presented in Almakari et al. (2020) and115

Passelègue et al. (2020). In this section, we provide a short summary of the experimen-116

tal setup and results. The reader can refer to Almakari et al. (2020) for a more detailed117

description.118

A cylindrical saw-cut andesite sample (Figure 1a) was first loaded in a tri-axial cell119

by increasing the axial load at 90 % of peak strength of the fault. The characteristics120

of the rock sample used are listed in table 1. Then fluid was injected continuously up121

to the complete release of the elastic energy stored in the system. The injection was per-122

formed through a borehole located at the edge of the fault (Figure 1a), assuming a con-123

stant volumetric injection rate of 50 mL/minute. During the whole loading and injec-124

tion process, the shortening of the sample was monitored, allowing to estimate the av-125

erage fault slip by projection (red curve in Figure 1b). An array of strain gauges (S1 to126

S6) also measured the evolution of local strain (Figure 1b). Strain gauges were distributed127

along the fault (Figure 1a), at 5 mm from it, and measured preferentially the strain (Fig-128

ure 1c) in the direction of the principal stress σ1, as presented in Figure 1a. Note that129

in Figure 1b, we represent the stress time series instead of the the strain, to highlight130

the overall stress release during the injection experiment. The stress was obtained from131

the strain measurements, assuming plane-strain deformation of the gauges. The pore pres-132

sure at the injection borehole was also monitored (Figure 1b).133

The increase of fluid pressure and its associated diffusion induced a complicated134

sequence of seismicity, which initiated with the propagation of dynamic events, and fol-135

lowed by slow rupture phenomena and finally by stable slip, as described in previous study136

(Passelègue et al., 2020). A total of three stick-slip events spontaneously nucleated dur-137

ing the fluid injection (red stars in Figure 1b). These three stick slip events were pre-138

ceded by a nucleation phase, characterized on the strain measurements by a deviation139

from elasticity, suggesting that inelastic processes occur along the fault before the main-140

shock. The nucleation phases are highlighted in Figure 1b by the red patches labeled Evt1,141

Evt2 and Evt3 respectively. In the following sections, we design a method to invert the142

fault slip history during these three nucleation periods.143

3 Method: kinematic slip inversion for stick-slip experiments144

The setup we intend to model in this study is a typical rock-mechanics setup con-145

sisting of a cylindrical saw-cut rock sample loaded in a tri-axial cell (Figure 1c). The rock146

sample is modeled as an elastic cylinder of height h = 8.8 cm, radius a = 2 cm, un-147

der confining pressure σ3 = Pc and axial load σ1 (Figure 1c). The Young’s modulus148

is noted E and the Poisson ratio ν. The sample is saw cut at angle θ with the (vertical)149

axial load, creating an elliptical fault Σ. We use the Cartesian coordinate system shown150

in Figure 1c. As the load increases, slip ∆u is initiated on the fault. It is defined as the151

displacement discontinuity across the fault plane Σ:152

∆u⃗(x⃗ ∈ Σ, t) = u⃗(x⃗ ∈ Σ+, t)− u⃗(x⃗ ∈ Σ−, t), (1)

where u⃗ is the displacement field, x⃗ the position and t time. Because of the geometry153

of the sample and the loading device, we assume that slip only occurs within the fault154

plane (no opening), in the direction of the great axis of the ellipse (no e⃗2 component),155

so that:156

∆⃗u(x⃗, t) = ∆u(x⃗, t)s⃗ = ∆u(x⃗, t) [sin θe⃗1 − cos θe⃗3] . (2)

As mentioned in the previous section, 6 strain gauges are distributed along the fault157

(Figures 1a and 1c) and continuously measure the strain component ε33 related to fault158
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reactivation. Displacement sensors allow to monitor the sample shortening, that can be159

used to estimate the average fault slip history. Here we derive a method to image the160

slip evolution on the fault from the strain and average slip measurements, relying on a161

Green’s function approach. For that we consider the static equilibrium of the top-half162

sample (i.e. the part of the sample situated above the fault). In this domain, delimited163

by the surfaces St, Sl and Σ (Figure 1c), the stress components satisfy:164

σij,j = 0. (3)

The rock being elastic, the stress components σij are related to the strain components165

εij with the Hooke’s law:166

σij =
Eν

(1 + ν)(1− 2ν)
δijεkk +

E

(1 + ν)
εij . (4)

The strain components relate to the displacement components as:167

εij =
1

2
(ui,j + uj,i) . (5)

We also assume the following boundary conditions, guided by the experimental setup:168


u⃗ = 0⃗ on x⃗ ∈ St

T⃗ = −Pce⃗r on x⃗ ∈ Sl

u⃗ = 1
2∆us⃗ on x⃗ ∈ Σ.

(6)

where T⃗ is the traction on the lateral boundary of the domain. The sample is fixed at169

the top (no displacement), undergoes a constant confining pressure Pc on the lateral bound-170

ary. Slip ∆u is prescribed on the fault in the direction s⃗. To compute the Green’s func-171

tions necessary for our problem, we prescribe the following unit slip distribution on the172

fault:173

∆u = δD(x⃗− ξ⃗), (7)

where δD is the Dirac delta function. The Green’s function G(ξ⃗, x⃗) is then obtained as174

the ε33 component of the strain tensor satisfying (3), assuming (4), (5), (6) and (7). We175

have:176

G(ξ⃗, x⃗) = ε33(x⃗). (8)

By superposition, the strain ε33 for a general distribution of slip ∆u along the fault is177

then given by:178

ε33(x⃗, t) =

∫
Σ

G(ξ⃗, x⃗)∆u(ξ⃗, t)d2ξ⃗. (9)

The average slip ∆um writes:179

∆um(t) =
1

Σ

∫
Σ

∆u(x⃗, t)d2x⃗. (10)

Equations (9) and (10) are our forward problem, relating the slip distribution (∆u) to180

the observables ε33 and ∆um. Note that the forward problem is linear as long as the pa-181

rameters considered are the values of ∆u at a specific position x⃗ and time t. As shown182

later, we will however use a different parametrization making the inverse problem non-183

linear.184

The forward problem is solved with a finite element approach. We discretize the185

domain Ω into Ne = 2582 linear tetrahedral elements, and the fault surface into Nf =186
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270 linear triangular elements, leading to a typical spacing between nodes of 0.5 cm. The187

number of nodes along the fault is N = 157. We then compute the Green’s functions188

G(ξ⃗, x⃗) by solving the static equilibrium problem, for positions ξ⃗ corresponding to each189

Nf node of the fault. These Green’s functions are finally evaluated at the Nj positions190

x⃗g of the strain gauges, and stored in a (Nj ×Nf ) matrix G. We have:191

Gij = G(ξ⃗j , x⃗gi), i = 1, ..., Nj j = 1, ..., Nf . (11)

The strains ε33 at positions x⃗g and the slip ∆u at the fault nodes are also stored into192

a Ng × 1 vector S, and a Nf × 1 vector U respectively. Thus, equation (9) becomes:193

S(t) = GU(t). (12)

Similarly, equation (10) could be written as:194

Um(t) = MTU(t), (13)

where Um(t) is the value of average slip at time t, the vector M (Nf×1) is the spatial195

average operator, and T denotes the transpose. Imaging the fault slip evolution ∆u(x⃗, t)196

thus reduces to infer Nf×Nt parameters, where Nt is the total number of strain mea-197

surements on one strain gauge, or the number of time steps considered. The number of198

observations is (Ng+1)×Nt. Since Ng < Nf , the problem is largely under-determined.199

In order to reduce the number of unknown parameters, we follow the parametrization200

proposed by Liu et al. (2006) for the kinematic coseismic slip inversion of the 2004 Park-201

field earthquake. Namely, the slip history at node j (Uj) is parametrized as:202

Uj(t) =


0 if t < t0j
1
2∆uj

[
1− cos

π(t−t0j)
Tj

]
if t0j < t < t0j + Tj

∆uj if t > t0j + Tj

(14)

From equation (14), the fault slip at node j is identically zero before an arrival (onset)203

time t0j , then reaches a maximum value ∆uj over the rise time Tj . After that, it remains204

constant at ∆uj . The cosine function used here implies a smooth transition from zero205

slip to ∆uj . Doing so, we reduce the number of unknown parameters from Nt×Nf to206

3Nf . We therefore define a (3Nf × 1) parameter vector X as:207

Xk =

 ∆uk if k = 1, ..., Nf

t0k if k = Nf + 1, ..., 2Nf

Tk if k = 2Nf + 1, ..., 3Nf

(15)

To reduce further the number of parameters to be inverted, we use two meshes: one for208

the modeling and one for the imaging part. A coarser mesh for the inversion is assumed209

than the one used to compute the Green’s functions. Instead of using Nf = 157 nodes,210

we evaluate X at the Nf = 21 nodes of a new fault mesh composed of triangular ele-211

ments. To do so, the Green’s functions calculated on the finer mesh are interpolated to212

get the matrix G for the coarser mesh. The inverse problem then consists of finding X213

minimizing the objective function J defined as:214

J(X) =
1

2

∑
k

[S0(tk)−GU(tk,X)]
T
Cds

−1 [S0(tk)−GU(tk,X)]

+
1

2

∑
k

[
Um0(tk)−MTU(tk,X)

]T
C−1

du

[
Um0(tk)−MTU(tk,X)

]
+λ (∇X)

t
(∇X) , (16)
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Sample height (RP) h 8.8 cm
Sample section radius (RP) a 2 cm
Fault angle θ w.r.t principal stress (RP) 30◦

Young’s modulus (RP) E 64 GPa
Poisson ratio (RP) ν 0.23
Confining pressure (RP) Pc 95 MPa
Number of elements for Green’s function computation (MP) Ne 2582
Number of nodes on the fault for Green’s function computation (MP) N0

f 157

Number of nodes on the fault for inversion (IP) Nf 21
Standard deviation of strain measurements (IP) 10−6

Standard deviation of mean slip measurements (IP) 0.1 µm
Regularization parameter (IP)λ 10−6-102

Table 1. Rock sample properties (RP), mesh properties (MP) and inversion parameters (IP).

where S0(tk) is a (Ng × 1) vector containing the values of ε33 at the gauges positions215

and time tk, Um0(tk) the observed mean slip on the fault at time tk, and λ a regular-216

ization parameter. The regularization here consists of minimizing the gradient norm of217

the parameters X, to favor smoothly varying parameters with position along the fault.218

Cds is the (Ng×Ng) covariance matrix for the strain data. We only consider for Cds219

a diagonal matrix to represent the variances of the observed strains, ignoring the cross-220

ing terms. Cdu is the variance of the observed mean slip. The standard deviation of the221

strain measurements is less than 10−6, and 0.1µm for the mean slip. In order to account222

for the limitations of the forward model (quasi static approximation, fully rigid bound-223

ary condition on the top boundary of the sample), we double these values to calculate224

the covariance matrices, so that the diagonal components of Cds are (2.10−6)2, and Cdu =225

(0.2)2(µm)2. We also normalized the strain and slip measurements (S0 and Um0) by the226

maximum magnitude of all the strain time series and the mean slip time series, noted227

ε0 and u0 respectively. Accordingly, the slip vector U is normalized by u0, and each row228

of the matrix G by ε0/u0. Time was also normalized by the duration of the measure-229

ment time series tmax, so that our parameter vector X was normalized using u0 and tmax.230

Accordingly, we normalized Cdu and each component of Cds by u2
0 and ε20.231

The optimization of the objective function is performed with a BFGS (Quasi-Newton-232

Broyden Fletcher-Goldfarb-Shanno) algorithm (Broyden, 1970; Fletcher, 1970; Goldfarb,233

1970; Shanno, 1970; Fletcher, 1982). The optimization step results in a first estimation234

of the best model of fault slip. In order to estimate the uncertainty on the fault slip dis-235

tribution, we conduct in a second step a probabilistic inversion. For that we use the out-236

come of the first inversion step as an initial model in a Metropolis-Hasting algorithm (ap-237

plication of the Markov Chain Monte Carlo (MCMC) methods (Metropolis et al., 1953;238

Hastings, 1970)), allowing to sample the posterior distribution of the model parameters239

X.240

In the next sections, we perform a resolution analysis of our inverse problem, and241

discuss a synthetic test to evaluate the performance of the deterministic part of the kine-242

matic inversion method. Then we present the application to the experiment described243

in the previous section and Figures 1a. In both sections, we consider the same rock ma-244

terial: the andesite sample characterized by the properties listed in table 1. Table 1 also245

summarizes the computational parameters used in the following.246
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4 Resolution analysis247

As illustrated in Figure 1a and c, the strain gauge array used in the experiments248

is located on one side of the fault, so that we have to deal with unevenly distributed mea-249

surements. Since the stress (and thus strain) field associated with a growing crack de-250

creases as an inverse power of the distance to the crack tip (BRIAN, 1993), we expect251

strain gauges to be not sensitive to slip occurring on the other side of the sample fault.252

To quantify this, we calculate the resolution matrix R for our problem (Tarantola, 2005)253

as follows:254

R = GTC−1
ds G+ C−1

du MMT . (17)

The normalized diagonal elements ri of R are represented in Figure 2a. It clearly indi-255

cates that fault regions situated at more than one cm away from the gauges are poorly256

resolved, and thus if slip occurs it may not be correctly mapped to these parts of the fault257

(Radiguet et al., 2011b; Twardzik et al., 2021). Note also that three nodes approximately258

situated at (−3,−1.2), (0,−2) and (3,−1.2) dominate the resolution (ri is about two times259

larger there than elsewhere on the fault), essentially because these nodes are very close260

to a strain gauge. In the following, we define the resolved zone as the nodes i where ri >261

0.01 (below the heavy red dashed line in Figure 2).262

An important issue for the application presented in the next section, is the relia-263

bility of inverted slip in the region close to the injection borehole (magenta star in Fig-264

ure 2a). Therefore, we show in Figures 2b, c and d the restitution ρinj,1, ρinj,2 and ρinj,3265

of three nodes located close to the injection point. The restitution ρinj,i corresponds here266

to the ith line of the resolution matrix R, and indicates to what extent slip on the ith267

node might be wrongly assigned to other nodes on the fault (Radiguet et al., 2011b; Twardzik268

et al., 2021). For the two nodes situated in the resolved region of the fault (Figures 2c269

and d), the restitution is maximum at the node concerned, even if restitution is some-270

what leaking on the closest nodes. However, for the node situated in the low resolution271

domain, (Figure 2b), restitution is maximum at nodes closer to the strain gauges, indi-272

cating that slip in the top part of the fault (roughly x2 > 0) can be wrongly assigned273

in the best resolved fault zone.274

The resolution analysis discussed here motivates the use of a regularization (smooth-275

ing) term in the definition of the objective function (16), that can limit the effects of poor276

resolution and restitution.277

5 Synthetic test with crack propagation and resolution analysis278

We next generate synthetic data using the Green’s functions G from a slip distri-279

bution ∆u(x⃗, t) corresponding to an elliptical crack of aspect ratio α growing from the280

fault center with constant rupture speed vr and stress drop ∆τ . The slip distribution281

is given by:282

∆u(x⃗, t) =

{
∆τ
µ

√
v2r t

2 − x2
1 − (αx2)

2
if x2

1 + α2x2
2 < v2r t

2

0, if x2
1 + α2x2

2 ≥ v2r t
2

(18)

where x1 and x2 are the coordinates within the fault plane (Figure 1)a, and µ = E/2(1+283

ν) the shear modulus. In these tests, α = 2, which is the aspect ratio of the experimen-284

tal fault. We considered vr = 4×10−4 m.s−1, so that the crack front reaches the edges285

of the fault after tmax = 100 s, and a stress drop ∆τ = 2.6 MPa. The other parame-286

ters used are listed in table 1. The strain component ε33 and the spatial average of slip287

are used as data S0 and Um0 in our inversion procedure. We start from an initial model288

where ∆u, t0 and T are constant on the fault.289
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Then, we perform the inversion of the synthetic data for different virtual observa-290

tional networks involving between Ng = 10 and Ng = 61 strain gauges. We also con-291

sider a case with the gauges distribution used for the real experiment of the next sec-292

tion (Ng = 6), all situated on one side of the outer ream of the sample (Figure 2). We293

thus test gauges networks with Ng varying between 0.28Nf and 3Nf . For each gauge dis-294

tribution, we also considered 9 different values of the regularization parameter λ rang-295

ing from 10−6 to 102. The inverted slip distribution, and the comparison between strain296

data and inverted model predictions are shown in Figures 3, 4 and 5. In these Figures,297

we present the results obtained with λ = 10−1.298

For a dense distribution of strain gauges (Ng ≥ Nf ), the slip distribution is gen-299

erally reasonably well retrieved (Figure 3 second and third rows, Figure 4), with a sat-300

isfactory fit between the synthetic strain data and the simulated strain (Figure 5). The301

propagation of a slip front from the center of the fault is clearly identifiable. As the strain302

gauges distribution becomes sparser (Ng = 6 for instance), the inversion procedure has303

more difficulties in retrieving the synthetic model (fourth row in Figure 3, Figure 4), al-304

though the synthetic strain data are reasonable well reproduced (third row in Figure 5).305

The growing elliptical patch is retrieved essentially in the well resolved area of the fault306

(t = 50 and t = 75s), but in addition, two large slip patches appear on the left end307

of the fault and in the low resolution area from t = 50s. At the end of the test (t =308

100s) the slip distribution is more elongated along x1 than in the original model, but with309

a maximum slip slightly underestimated (Figure 4). From the restitution analysis per-310

formed in the previous section, the inversion possibly assigns large slip here to compen-311

sate the lack of slip in the poorly resolved region (top left zone in the last panel of Fig-312

ure 3), so that the observed average slip on the fault is reproduced.313

Note that the high frequency component of strain changes is not well retrieved by314

the inversion, even for a dense strain gauge array (Figure 5). In particular, the abrupt315

change and peak in strain associated with the crack front are not retrieved. We attribute316

this to the parametrization used for the inversion, implying a smooth cosine function.317

However, as shown later, the experimental data used do not exhibit such rapid variation318

of strain, so that our parametrization should not affect the quality of the data fitting.319

In order to further quantify the performance of our inversion method, and to iden-320

tify the most relevant value of the regularization parameter λ, we calculate the RMS dis-321

tance between the synthetic model (18) and the inverted models, as:322

RMS =

√
1

NfNt

∑
k

[Ui(tk)−Us(tk)]
T
[Ui(tk)−Us(tk)], (19)

where Us and Ui are the synthetic and inverted slip vectors at time tk (the synthetic323

slip is obtained using equation (18)). Nf and Nt are the number of nodes on the fault324

and the number of time steps considered. The RMS dependence on the regularization325

parameter λ and the number of gauges Ng is shown in Figure 6a, along with the min-326

imum value of the objective function reached during the inversion iterations (L-curve)327

in Figure 6b. First, the RMS (Figure 6a) is essentially dependent on the number of strain328

gauges used in the inversion: it decreases roughly by a factor of ten when the number329

of strain gauges is increased by the same factor. Then, for a given configuration of strain330

gauges, the RMS is approximately constant for a wide range of λ values, and only in-331

creases at large λ. This latter tendency is also true for the objective function (Figure 6b),332

indicating the maximum value of λ one can use confidently without altering the fit to333

observations (and the RMS in the case of the synthetic test). As long as λ ≤ 10−2, it334

has a limited influence on the RMS (Figure 6a), and does not drastically modifies the335

performance of the inversion (Figure 6b). For the real strain gauge network (Ng = 6),336

when λ ≤ 10−2 the RMS is such that the synthetic model is retrieved with a typical337

error of 8µm. For denser strain gauges, the RMS error could be reduced to 1µm, pro-338
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vided that the number of gauges is at least of the order of Nf (yellow, orange and green339

symbols in Figure 6a). For λ > 10−2, the smoothing constrain becomes significant (Fig-340

ure 6b), resulting in much higher values of the objective function. Based on the results341

of Figure 6, we therefore choose in the following λ = 10−1 as the best compromise, since342

some smoothing is needed to balance the low resolution offered by the strain gauge ar-343

ray.344

6 Application on injection experiments along existing frictional inter-345

face346

We now apply the kinematic inversion procedure on the experimental results de-347

scribed in section 2, and shown in Figure 1b. Using this data set, we performed 3 kine-348

matic inversions of fault slip, one for each red nucleation period shown in Figure 1b. In349

the main text, we develop the results obtained for Evt1 (between 700s and 1200s). The350

inversion results for the 2 other periods are provided in the supplementary material.351

For each inversion, we proceeded in two steps. First we used the deterministic ap-352

proach to obtain the model minimizing the objective function J given in equation (16).353

Then we used this result as an initial model in the probabilistic (MCMC) approach. We354

performed 2.106 steps for the MCMC algorithm, resulting in an acceptance rate between355

0.2 and 0.32. The result of the second step is a posterior Probability Density Function356

for each parameter (each component of X). The PDFs are presented in th esupplemen-357

tary material (Figures S11 to S19). From these PDFs, we computed the best model X̄358

(giving the maximum of the PDF) and the corresponding standard deviation on the model359

parameters σX , defined here as the 68th percentile of the posterior parameter distribu-360

tion. The results of the deterministic step for Evt1 are presented in Figures 7 and 8. Fig-361

ures 9, 10 and 11 show the outcome of the MCMC step.362

The best model resulting from the deterministic step (Figure 7) shows the nucle-363

ation of a first slip event on a small patch situated close to the injection site starting at364

about t = 108 s. This slipping patch remains localized, and slip reaches about 15 µm365

after about 300 s, which corresponds to a slip rate of 0.5µm.s−1, a typical value for slow366

aseismic slip. Between t = 432 s and t = 486 s a second slipping patch nucleates near367

(x1 = −1, x2 = −1) (visible at t = 486 s). This latter event later expands in all di-368

rections, locally reaching 17 µm (last panel in Figure 7, t = 648 s). The expansion of369

the second slipping patch is typically of the order of a few centimeters in 100 s, that is370

10 to 100 m per day. The propagation speed of the slip events observed in the experi-371

ment will be further discussed later (Figure 12).372

The initiation of a first slip event close to the injection borehole is in agreement373

with what could be expected from mechanical arguments. The injection point is indeed374

the place where the pore pressure is the highest, so that it is the first place reaching the375

failure strength on the fault. For that reason, we believe that this first slipping patch376

is likely a robust feature, correctly imaged and located by the inversion. However, as shown377

from the restitution analysis (Figures 2b, c and d), the second slipping patch might re-378

sult from a wrong attribution during the inversion process. Slip in the borehole region379

can for instance be assigned here (Figure 2b). We therefore think that this feature is not380

reliable, and would need to be confirmed with a denser gauge array. As shown in Fig-381

ure 8, the inverted model provides a satisfactory fit to the strain and average slip mea-382

surements.383

The MCMC step overall confirms the features revealed by the deterministic method,384

as illustrated in Figure 9: the initiation of a first crack at the injection borehole between385

t = 107 s and t = 161 s, followed by the nucleation of a second crack at time t = 485386

s in the bottom left part of the fault, expanding until the end of the nucleation period.387

The initiation of the aseismic shear crack by the fluid injection is also visible in Figure388
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10: the maximum slip ∆u (Figure 10a) shows a pattern roughly similar to the final slip389

distribution (final panel in Figure 9). Furthermore, the initiation time t0 increases (Fig-390

ure 10b) away from the slip initiation point (borehole). Interestingly the ramp duration391

T (rise time) is higher in the borehole region (1000 s) than on the remaining parts of the392

fault that has experienced slip (between 300 s and 700 s, Figure 10c).393

The Bayesian approach also provides estimates of the parameters uncertainty (Fig-394

ure 10d, e and f). The maximum uncertainties on ∆u, t0 and T reach about 5µm, 40395

s and 100 s respectively. Overall, the uncertainty on ∆u, and t0 is larger in the poorly396

resolved area defined from the resolution analysis (Figure 2a). This is however not the397

case for T . Nevertheless, we note that the posterior PDFs on model parameters can have398

a different shape depending on whether they characterize the well resolved or the poorly399

resolved areas (Figures S11, S12 and S13). As shown in the supplementary material, in400

the poorly resolved zone, the PDFs are often not Gaussian, exhibit multiple maxima,401

or can be close to a uniform distribution. In these cases, the standard deviation does not402

necessarily reflects the true uncertainty on the model parameters, which is better eval-403

uated by visual inspection of the PDF itself.404

Again, the models resulting from the Bayesian inversion provide a rather good fit405

to the measurements (Figure 11), comparable to the best model estimated in the deter-406

ministic approach. The models accepted during the MCMC iterations remain within the407

uncertainty on the measurements.408

In order to assess the occurrence of propagating aseismic slip along the fault dur-409

ing Evt1, we present in Figure 12a how the onset time of slip t0 changes with distance410

from the first node activated on the fault (initiation point of the slip event). To do that,411

we only considered the nodes situated in the well resolved area of the fault. The first node412

activated in this case is the node situated at x1 = 4cm, x2 = 0, close to the borehole.413

It is followed by the activation of a group of nodes from t = 400 s, situated more than414

3 cm away from the first activated node. This group corresponds to the second slipping415

patch visible in Figures 7 and 9. To the first order, the time delay and the separation416

between the two slipping patches is consistent with an aseismic slip front propagating417

at about 10 m.day−1. However, the resolution analysis has shown that the second slip-418

ping patch may be wrongly located. If instead we interpret this second patch as the ex-419

pansion of the first slip event closer to the borehole (within the low resolution area for420

instance), this propagation speed would be increased by at least a factor 2. Furthermore,421

when looking at the dynamics of the second patch, the evolution of t0 beyond 2 cm shown422

in Figure 12a suggests an expansion at a speed close to 100 m.day−1. The expansion of423

aseismic slip during Evt2 and Evt3 shown in Figures 12b and c will be further discussed424

in the discussion section.425

The results of this inversion and the synthetic tests conducted before, although af-426

fected by a very low resolution and possible artifacts, are to some extent promising. With427

a denser strain gauge array, our method could constrain the spatial and temporal evo-428

lution of the slip patch during the nucleation of our laboratory earthquakes.429

7 Discussion: towards imaging fault slip during laboratory fault re-430

activation431

In this work, we have tested a method to image centimetric scale aseismic quasi-432

static fault slip from local strain measurements in a tri-axial experimental setup, and to433

characterize the related uncertainty. With strain gauges distributed on one side of the434

fault, we are able to constrain slip front propagation only on one half of the fault plane.435

Using an even distribution of strain gauges (and possibly a higher number) would im-436

prove the resolution of the method. From the synthetic test, the best performance is ob-437

tained for a number of gauges larger or equal to the number of sub-fault used to infer438
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fault slip. We have not investigated yet whether measuring other components of the strain439

tensor would improve the resolution. However the gauges used do not allow to measure440

two different components at the same position.441

When applying this method to an injection experiment, we were able to identify442

some features of the nucleation process of a fluid induced stick-slip event. It consists of443

a shear crack initiated at the injection site, and expanding at a speed of the order of a444

few tens of m.day−1. As shown in the supplementary material, we attempted to invert445

slip evolution during the nucleation of the 2 other stick-slip events (Evt2 and Evt3).446

The inversion of Evt2 reveals once again the nucleation of an aseismic slip event447

in the region of the borehole, visible after about 80 s (Figures S1 and S5). As shown in448

Figure 12b, the slipping patch expands at a speed between 1 and 100 m.day−1. We get449

again between 10µm and 17µm of maximum slip in the borehole region at the end of the450

observation period, implying again aseismic slip-rate. Note that the inverted model pre-451

dicts strain and mean slip in overall agreement with the measurements, except for mean452

slip in the first 350s (Figures S2 and S7). This is the only case where observed average453

slip is decreasing towards negative values, which implies a reverse motion of the fault,454

a feature that is not allowed by our inversion method.455

Finally Evt3 consists of the same kind of aseismic slip event as the one obtained456

in Evt1 and Evt2 (about 30µm of maximum slip after 1000 s, Figures S3 and S8). How-457

ever, it nucleates at a different location, away from the borehole (x1 = −3.5 cm, x2 =458

0 cm). This could either be related to a wrong location during the inversion, but nucle-459

ation can also arise in this place because of the stress field left by the preceding stick slip460

events, possibly heterogeneous. To assess this latter hypothesis, we would need to per-461

form the kinematic inversion for the dynamic (coseismic) phase of the stick-slip events,462

which requires the computation of elasto-dynamic Green’s functions. This is beyond the463

scope of this study. The expansion of the aseismic slip patch occurs at a speed of approx-464

imately 10 m.day−1, as suggested by the distribution of onset time with distance to the465

first node activated (Figure 12c).466

More generally, since the nucleation of Evt2 and Evt3 might be affected by the pre-467

ceding slip history on the fault, we decided to concentrate on the analysis of Evt1 in this468

study.469

In the application presented here, we are not able yet to resolve differences in the470

propagation speeds of the different aseismic slip events imaged. Different propagation471

speeds could arise from the different mechanical conditions (stress, pore pressure) pre-472

vailing on the fault at the beginning of the nucleation process, or from the injection his-473

tory. Increasing the coverage of the strain gauge array could eventually provide more in-474

formation. Resolving such differences could largely improve our understanding of the me-475

chanical control of aseismic slip propagation. Again, due to the uneven distribution of476

strain gauges, the inverse problem we tried to solve is slightly under-determined. This477

issue could probably be partly addressed by a different parametrization of fault slip, re-478

lying for instance on the elliptical sub-fault approximation used for earthquake source479

characterization (Vallée & Bouchon, 2004; Di Carli et al., 2010; Twardzik et al., 2014).480

This would however be a strong assumption about the slow slip pattern, and the method481

should be adapted to the specificities of aseismic slip, as derived from geodetical stud-482

ies in subduction zones for instance (Radiguet et al., 2011b).483

The slip front propagation speeds obtained here (of the order of 1 to 100 m.day−1)484

can be compared to the aseismic slip front speeds observed on natural faults. Aseismic485

slip driving earthquake swarms or tremor bursts migrate at speeds between 100 m.day−1
486

and 10 km.day−1 (Lohman & McGuire, 2007; Obara, 2010; De Barros et al., 2020; Siro-487

rattanakul et al., 2022). Slow slip events in subduction zones expand at speeds ranging488

from 100 m.day−1 to 10 km.day−1 (Radiguet et al., 2011b; Fukuda, 2018). Aftershocks489
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are sometimes observed to migrate away from the main rupture, at speeds of several km490

per decade, a feature that is generally interpreted as resulting from the propagation of491

a postseismic aseismic slip front (Wesson, 1987; Peng & Zhao, 2009; Perfettini et al., 2019;492

Fan et al., 2022). The slower speeds observed in these experiments might be related to493

the particular setup (stress conditions or closeness to failure at the onset of slip), and494

to the injection rate. Initial stress and pressurization (injection) rates are indeed known495

to control the propagation speed of aseismic slip (Garagash & Germanovich, 2012; Dublanchet,496

2019; Yang & Dunham, 2021). Our propagation speed of 10 m.day−1 is for instance within497

the range predicted by some models (Yang & Dunham, 2021).498

The range of propagation speed estimated here during the nucleation phase is also499

several orders of magnitude smaller than the rupture speeds characterizing the stick slip500

events themselves (cm.s−1 to km.s−1), as shown by Passelègue et al. (2020). The same501

experiment therefore generates a wide spectrum of fault slip events, from slow aseismic502

to dynamic ruptures. The kinematic inversion of fault slip presented here could be ex-503

tended to image the dynamic rupture occurring during the stick-slip events. However,504

this would require to compute fully dynamic Green’s functions instead of the static Green’s505

function used here. This point is left for future investigation.506

Slip events following the reactivation are likely triggered by the fluid injection. In507

Evt1 and Evt2, a slipping patch is indeed initiated at, or close to the injection site. Imag-508

ing the aseismic slip is thus interesting in a hydro-mechanical perspective. The inver-509

sion of pore pressure measurements performed for the same experiment by Almakari et510

al. (2020) shows that until stick slip event 3 (at t = 3000 s, Figure 1b), the hydraulic511

diffusivity within the fault D remains close to 1-2 m2.s−1. At t = 3000 s, the typical512

diffusion length
√
Dt is about 5 to 6 cm, so that the entire fault is pressurized. The in-513

stantaneous fluid migration speed however is approximately
√
D/t = 10−5 m.s−1, an514

order of magnitude smaller than the aseismic slip migration speed. It is a typical fea-515

ture predicted by hydro-mechanical models that on faults close enough to failure, aseis-516

mic slip propagation outpaces pore fluid pressure migration (Wynants-Morel et al., 2020;517

Dublanchet & De Barros, 2021). This feature has also been observed during decamet-518

ric scale injection experiments triggering aseismic slip on a natural fault (Bhattacharya519

& Viesca, 2019). In order to better constrain the relationship between slip front and pres-520

sure front, further investigations are needed, either through new injection experiments521

with a denser strain gauge array, or by using fully coupled hydro-mechanical models to522

invert at the same time pore pressure, stress and slip measurements. The Green’s func-523

tion computed in this study could for instance be used in a mechanical model simulat-524

ing fault slip evolution under specified frictional and hydraulic conditions, as developed525

in previous studies (Dublanchet & De Barros, 2021). This approach would also have the526

advantage of reducing the number of unknown parameters, since frictional properties could527

be determined separately.528

Another possible application of the method developed here concerns the question529

of how aseismic moment scales with injected fluid volume Vf . The study of induced seis-530

micity sequences suggests that seismic moment scales as Vf (McGarr, 2014), or as V
3/2
f531

(Galis et al., 2017). Recent modeling studies have shown a scaling of the form V
3/2
f for532

aseismic slip (Sáez et al., 2022). Imaging the development of aseismic slip during the con-533

trolled injection experiments will allow to provide more detailed insights into how this534

scaling can change through time. This objective is not yet achievable because of the lim-535

ited resolution in our application. However this first experience provides insights on how536

to improve this issue in future application.537

8 Conclusion538

We have presented a kinematic inversion method to image aseismic slip on a cen-539

timetric scale laboratory fault loaded within a tri-axial setup. The forward model involves540
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the computation of quasi-static Green’s functions using finite elements analysis account-541

ing for the cylindrical geometry of the rock sample, and the experimental loading con-542

ditions. After a series of synthetic tests allowing to better constrain the performance of543

the inversion method with respect to the configuration of the strain gauge array, we tested544

our method on a fault reactivation experiment involving a fluid injection. We showed545

that the injection triggers an aseismic slip event propagating at a speed of the order of546

1 to 100 m.day−1 and leading to about 10−30 µm of slip over a few hundreds of sec-547

onds before degenerating into a dynamic stick-slip event. This first attempt to image the548

dynamics of fault slip in the laboratory demonstrates the potential of strain inversion549

to better characterize earthquake nucleation process and hydro-mechanical fault behav-550

ior.551

9 Open Research552

To ensure full reproducibility and ease-of-use of our framework, we provide the data553

used to perform the inversions at (Dublanchet et al., 2023).554
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intro.pdf

Figure 1. Experimental data set of stick-slip nucleation and description of the ex-

perimental setup and the forward problem a. Schematic view of the experimental fault

system, and of the strain gauges array used in the inversion procedure. b. Evolution of the axial

stress at each strain gauge location during the fluid injection along the fault interface (colors).

The stress here is derived from the strain under a plane strain assumption. The red line indicates

mean fault slip, the black line the injected pore pressure. The red time-windows correspond to

the experimental data inverted using the kinematic model presented in c. Red vertical dotted

lines and red stars indicate dynamic events. c. Schematic view of the fault system geometry and

of the boundary conditions applied in the finite element simulations. The inset presents the evo-

lution of the inelastic axial strain ε33 prior the first fluid-induced event (Evt1).
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Figure 2. Resolution of the experimental array. (a) Diagonal elements ri of the res-

olution matrix defined in equation (17), represented on the fault plane. The solid black lines

indicate the mesh, and the black dots the experimental gauges array. The heavy red dashed line

indicates a normalized resolution of 0.01. The magenta star indicates the injection borehole. (b),

(c) and (d): Restitution ρinj,i (off-diagonal elements of the resolution matrix) for three different

nodes (red dots) close to the injection borehole.
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Figure 5. Synthetic test: observed and simulated strain and slip. Each row corre-

sponds to one synthetic test performed with one gauge array (first row: Ng = 16, second row:

Ng = 31 and last row: experimental setup, Ng = 6). Panels labeled G1, G2, G3 and G4 show the

strain measured at the corresponding gauges (red symbols in Figure 3). The three right panels

show the average slip. The black lines (observed) are the predictions of the true model, the red

lines (simulated) are the predictions of the inverted models, shown in Figures 3 and 4.
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Figure 6. Synthetic tests summary. (a) RMS distance between true and inverted models.

(b) Objective function per number of observations. The objective function is here the minimum

value of J reached during the optimization, from equation (16). Colors refer to the strain gauge

array. The red dashed vertical line indicates the optimal value of λ used in the inversion of the

real experimental dataset.
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Figure 8. Observed (black) and modeled (red) strain and slip for Evt1. The model here is the

outcome of the deterministic kinematic inversion of Evt1, shown in Figure 7. The strain gauges

labeled G1 to G6, are sorted by increasing x1 (left to right in Figure 7). The blue solid line indi-

cates the prediction of the initial model used in the inversion.
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Figure 10. Kinematic inversion of Evt1. Best model parameters X̄ (left column) and stan-

dard deviation σX (right column) resulting from the Bayesian inversion step (MCMC). The best

model parameters were used to construct the slip history shown in Figure 9. See Figure 9 for

details about the representation.
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Figure 11. Observed (black) and modeled (red) strain and slip for Evt1. The models here

are the outcome of the Bayesian kinematic inversion of Evt1, shown in Figures 9 and 10. The red

solid line is the best model prediction, the dashed and dotted lines indicate the predictions of the

models corresponding to the ±1σX of the posterior distribution. The gray shaded zone indicates

the experimental error on measurements, used to construct the covariance matrices.
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Figure 12. Onset time vs. distance to the first node activated for Evt1 (a), Evt2 (b) and

Evt3 (c). The onset time is obtained from the Bayesian inversion. Each dot corresponds to one

fault node. Only fault nodes situated in the well resolved area are represented here. The color

indicates the inverted final slip ∆u (Figure 10a). Errorbars are obtained from the posterior stan-

dard deviation presented in Figure 10d. The red dashed lines indicate propagation speeds of 1, 10

and 100 m.day−1.
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